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#### Abstract

The relationship between genes in gene set analysis in microarray data is analyzed using Hotelling's $T^{2}$ but the test cannot be applied when the number of samples is larger than the number of variables which is uncommon in the microarray. Thus, in this study, we proposed shrinkage approaches to estimating the covariance matrix in Hotelling's $T^{2}$ particularly to cater high dimensionality problem in microarray data. Three shrinkage covariance methods were proposed in this study and are referred as Shrink A, Shrink B and Shrink C. The analysis of the three proposed shrinkage methods was compared with the Regularized Covariance Matrix Approach and Kong's Principal Component Analysis. The performances of the proposed methods were assessed using several cases of simulated data sets. In many cases, the Shrink A method performed the best, followed by the Shrink C and RCMAT methods. In contrast, both the Shrink B and KPCA methods showed relatively poor results. The study contributes to an establishment of modified multivariate approach to differential gene expression analysis and expected to be applied in other areas with similar data characteristics.
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## INTRODUCTION

Generally, a single microarray slide may contain thousands of spots and each spots signifying a single gene and all of them representing the entire set of genes of an organism [1]. The widespread of microarray technology was largely due to its ability to give the quick results, relatively easy to use and precisely perform simultaneous analysis of thousands of genes in a massively parallel manner to researchers in one experiment, hence providing valuable knowledge on gene interaction and function [2].

Up until now, wide applications of this technology have been implemented in various fields such as:

## Gene expression profiling

Gene expression profiling is the measurement of the expression (activity) of thousands of genes to create an overall picture of cellular function. As a result, the information obtained from microarray gene expression profiling will probably improve our basic understanding about certain diseases or how specific drugs work in cells [3].

Toxicological Research: Toxicogenomics aims to find the relationship between toxic responses to toxicants (a poisonous agent that is made by humans) and differences in the genetic profiles (the procedure of analyzing the DNA for the purpose of identification) of the objects exposed to such toxicants. Microarray technology provides a tremendous platform for the study of the effect of toxins on the cells and they are passing on to the offspring [4].
Disease Diagnosis: Microarray technology has been implemented in disease diagnosis particularly in the study of cancer commonly known as a genetic disease. Researchers enable to determine the gene expression level in a particular cancer cell. Besides, this will also help researchers to define specific molecular pathways thus the identification of the molecular mechanisms involved in cancer leading to the development of effective drugs as the treatment will be targeted directly to the specific type of cancer [5].

Our objective is comprehensive to test the proposed new shrinkage covariance matrix from our previous extension works [6] for detecting significant gene sets between different samples. We stated in Section 2 about the impact of high dimensionality problem or when the number
of genes is larger than the number of samples in sample covariance matrix. We also described in Section 3 that the developed simulation study is to evaluate the performance of our proposed methods in detecting significant gene sets. Then, Section 4 will describe the results and discussion and finally the Section 5 will summarize the findings.

## MATERIALS AND METHODS

## Proposed Shrinkage Covariance Matrix in Hotelling’s T2

The relationship between genes in gene set analysis in microarray data is analyzed using Hotelling's T2 as a multivariate test statistic. However, the test cannot be applied when the number of samples is larger than the number of variables which is uncommon in the microarray. Since the microarray dataset typically consists of tens of thousands of genes from just dozens of samples due to various constraints, the sample covariance matrix is not positive definite and singular, thus it cannot be inverted. Thus, in this study, we proposed shrinkage approaches to estimating the covariance matrix in Hotelling's T2 particularly to cater high dimensionality problem in microarray data. The Hotelling's T2 statistic was combined with the shrinkage approach as an alternative estimation to estimate the covariance matrix in detect significant gene sets.

The proposed shrinkage estimation approach is about taking a weighted average of the sample covariance matrix and a structured matrix or shrinkage target as shrinkage of the sample covariance matrix towards a target matrix of the same dimensions while the shrinkage intensity is the weight that the shrinkage target receives. Three shrinkage covariance methods were proposed in this study and are referred as Shrink A, Shrink B and Shrink C. The following notations are used to describe experimental data generated in the form of two-colour spotted microarrays. Let $n$ represent the number of slides/samples, and $p$ is the total number of genes in a gene set.

The proposed methods provide an alternative to estimate covariance matrix using shrinkage method based on the definition of Ledoit and Wolf [7-9] and Schafer and Strimmer [10]. The approach is adapted to Hotelling's $T^{2}$ and is extended to gene set analysis in the microarray study. Throughout this study, three different methods are proposed and they will be termed as Shrink A, Shrink B and Shrink C for the rest of this thesis. Generally, the algorithm for the three proposed methods is outlined below:

Step 1: Prepare the data sets with the pre-processing procedure using suitable and transformation method and normalization method (if necessary). The most common transformation in microarray data analysis is using logarithmic base two for all expression of genes:

$$
\begin{equation*}
X_{k i}^{*}=\log _{2}\left(X_{k i}\right) \tag{1}
\end{equation*}
$$

Each of the expression level of the gene for each group is normalized which every extreme value are replaced by the winsorize median absolute deviation. The upper limit of extreme value is replaced by:

$$
X_{k i}^{+}=\left\{\begin{array}{cl}
\text { median }\left(X_{k i}\right)+a \cdot M A D & , X_{k i}>\text { median }+a \cdot M A D  \tag{2}\\
X_{k i} & , \text { otherwise }
\end{array} .\right.
$$

While the lower limit of extreme value is replaced by:

$$
X_{k i}^{-}=\left\{\begin{array}{cl}
\text { median }\left(X_{k i}\right)-a \cdot M A D & , X_{k i}<\text { median }-a \cdot M A D  \tag{3}\\
X_{k i} & , \text { otherwise }
\end{array} .\right.
$$

Where three is used in this study as the chosen multiplier. The MAD is median absolute deviation which is formulated as below:

$$
\begin{equation*}
M A D=\underset{i}{\operatorname{median}}\left\{\left|l_{i}-\underset{j}{\operatorname{median}}\left\{l_{j}\right\}\right|\right\} \tag{4}
\end{equation*}
$$

for a univariate data set $l_{1}, l_{2,,}, l_{n}$.
Step 2: Compute the shrinkage target according to the proposed approach.
Step 3: Search the optimal shrinkage intensity using the related definition of the proposed method.
Step 4: Substitute the sample covariance matrix in Hotelling's $T^{2}$ using the results in Step 2 and Step 3.

Step 5: Compute Hotelling's $T^{2}$ for each of all the gene sets that are measured in data sets as explained in:

$$
\begin{equation*}
T^{2}=\frac{n_{1} n_{2}}{n}\left(\bar{X}_{i}-\bar{X}_{j}\right)^{\prime}\left(S_{\text {shrink }}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)\right)^{-1}\left(\bar{X}_{i}-\bar{X}_{j}\right) \tag{5}
\end{equation*}
$$

Where the mean, $\bar{x}_{i}$ was defined as:

$$
\begin{equation*}
\bar{X}_{i}=\frac{1}{n} \sum_{k=1}^{n} X_{k i} \tag{6}
\end{equation*}
$$

and the $\bar{X}_{j}$ is the mean for $X_{k j}$ and $S_{\text {strink }}$ is shrinkage estimator as modelled in:

$$
\begin{equation*}
S_{\text {shrink }}=\alpha T_{i j}+(1-\alpha) S_{i j} \tag{7}
\end{equation*}
$$

The sample covariance matrix, $S_{i j}$ was defined as:

$$
\begin{equation*}
S_{i j}=\frac{1}{n-1} \sum_{k=1}^{n}\left(X_{k i}-\bar{X}_{i}\right)\left(X_{k j}-\bar{X}_{j}\right) \tag{8}
\end{equation*}
$$

Where shrinkage target, $T_{i j}$ and shrinkage intensity, $\alpha$ was defined as:

$$
\begin{equation*}
\alpha=\max \left\{0, \min \left\{\frac{\kappa}{n}, 1\right\}\right\} \tag{9}
\end{equation*}
$$

Where $\kappa^{\kappa}$ was a constant and $n$ is the number of samples. The constant $\boldsymbol{K}$ could be written as:

$$
\begin{equation*}
\kappa=\frac{\pi-\rho}{\gamma} \tag{10}
\end{equation*}
$$

Where $\pi_{\text {was the sum of asymptotic variances of the entries of the }}$ sample covariance matrix scaled by $\sqrt{n}$. $\rho$ was the sum of asymptotic covariances of the entries of the shrinkage target with the entries of the sample covariance matrix scaled by $\sqrt{n} . \gamma$ was the measurement of the misspecification of the (population) shrinkage target. If $\kappa$ were known, we could use $\kappa / n$ as the shrinkage intensity in practice. Unfortunately, $\boldsymbol{K}$ is unknown, so we searched for a consistent estimator for ${ }^{\kappa}$ by $\hat{\kappa}$. This is done by finding consistent estimators for the three estimators $\pi, \rho$ and $\gamma$ that is $\hat{\pi}, \hat{\rho}$ and $\hat{\gamma}$. The proposed methods ensured the covariance matrix was always a positive definite and well defined. Table 1 showed the shrinkage target and shrinkage intensity for Shrink A, Shrink B and Shrink C.

Table 1: The shrinkage combinations for shrink A, Shrink B and Shrink C


Step 6: Permute samples for each gene set thus claim the significance of gene sets according to permutation testing. The discussion of permutation testing elaborated in:

$$
\begin{equation*}
\hat{p}=\frac{\sum_{i=1}^{M} I\left(t_{i} \geq t^{*}\right)}{M} . \tag{11}
\end{equation*}
$$

Where $M$ is the permutation test be used, where $t_{i}, i=1, \ldots, M$ is Hotelling's $T^{2}$ statistic that compute from the permutation.

## A simulation study

For a better interpretation of multivariate structure in the gene set, the correlation matrix was used. The multivariate normal distribution data was generated using mvrnorm function in the MASS package of $R$ language (http://cran. r-project. org/). The generated data was assumed as correlation matrix using rcorrmatrix function in the cluster Generation package. All programming codes and packages are written in R language (http://cran.r-project.org/).
The separation between the two groups measures the difference in the means of the multivariate normal distributions where $\mu$ is the vector of gene means and $\Sigma$ is the covariance matrix of the gene expression on the following joint density function:

$$
\begin{equation*}
f_{x}\left(x_{1, \ldots} \quad x_{p}\right)=\frac{1}{(2 \pi)^{p / 2}|\Sigma|^{1 / 2}} e^{-(x-\mu)^{\prime} \Sigma^{-1}(x-\mu) / 2} \tag{12}
\end{equation*}
$$

The gene set variances were set at one and assumed that the number of samples for both groups is equal. Each case was permutated 10000 times and 100 data sets were generated. The simulated data sets were constructed according to requirement of cases by changing the four parameters:

- Increasing number of variables of 10 and 30 ;
- Increasing number of sample sizes of 20 ;
- The different axis of variation of a major axis of variation (first eigenvector, $e_{1}$ ) or a minor axis of variation ( $p / 3$ eigenvector, $e_{p / 3}$ ). The two levels a relatively high and a low variance;
Increasing the amount of separation between groups ( $d e_{i}$ ) of 0.25 , 0.50 and 1.00. The three levels represent a low, a moderate and a relatively high separation.
The analysis of the three proposed shrinkage methods was compared with the Regularized Covariance Matrix Approach Testing (RCMAT) [11] and Kong's Principal Component Analysis (KPCA) [12]. This condition was compared the order of magnitude of proposed method based the degree of reduction in the proposed method $p$-values relative to RCMAT and KPCA. For presentation, we illustrate only those conditions where the number of samples is 20 . The paired comparisons between two methods were set up as the logarithmic base ten of ratio of the proposed $p$-values to the RCMAT $p$-values or KPCA $p$-values for the same data under several different conditions. In addition, a ratio below 0.0001 is replaced by 0.00009 to avoid the invalid value of logarithmic.
This condition compares the order of magnitude of proposed method based the degree of reduction in the proposed method $p$-values relative to RCMAT and KPCA. We used the paired comparison between two methods using the amount of proportion between the proposed method $p$-value/RCMAT $p$-value and proposed $p$-value/KPCA $p$-value to investigate the power of the proposed approach. Depending on the performance of proposed method that being compared, the graph would shift either to the left or right toward zero. A shift to the left toward zero exhibits the $p$-value of proposed method is smaller or reduced than compared method. In contrast, a shift to the right toward zero shows the $p$-value of proposed method is larger than compared method. Hence, we are looking for the lower amount of proportion or reduction degree to consider the proposed method as a good method or vice versa.


## RESULTS AND DISCUSSION

Fig. 1-fig. 6 and fig. 7-fig. 12 display the results of ratios of Shrink A, Shrink B and Shink C respect to RCMAT and KPCA for the cumulative
distribution functions with specified amount of separations and axis of variations for 10 variables and 30 variables respectively.
fig. 1 clearly showed that 10 per cent of Shrink C p-values were at least reduced 100 times smaller than the corresponding RCMAT p-value for a separation of 0.25 along major axis compared to other proposed methods. Fig. 2 shows that in relative to KPCA, approximately 20 percent of the Shrink C $p$-values is reduced to 3.16 times of the corresponding KPCA $p$-values for a separation of 0.25 along the minor axis. For 0.5 separations, about 40 percent probability of Shrink B $p$-values being smaller 3.16 times than the corresponding RCMAT $p$-values and being smaller 3.16 times than the corresponding KPCA $p$-values are shown in fig. 3 and fig. 4 respectively. Relative to RCMAT and KPCA, 40 percent of Shrink C $p$-values were reduced by 3.16 and were reduced by 3.16 for 1.0 separations along the major axis and minor as shown in fig. 5 and fig. 6 respectively.


Fig. 1: Cumulative distribution function of ratio of shrink $A$, shrink B, shrink C and RCMAT p-values with $\mathbf{0 . 2 5}$ separation for 10 variables


Fig. 2: Cumulative distribution function of ratio of shrink $A$, shrink $B$, shrink C and KPCA p-values with 0.25 separation for 10 variables


Fig. 3: Cumulative distribution function of ratio of shrink $A$, shrink B, shrink C and RCMAT KPCA p-values with 0.50 separation for 10 variables


Fig. 4: Cumulative distribution function of ratio of shrink $A$, shrink B, shrink C and KPCA p-values With 0.50 separation for 10 variables


Fig. 5: Cumulative distribution function of ratio of shrink $A$, shrink B, shrink C and RCMAT p-values with 1.0 separation for 10 variables


Fig. 6: Cumulative distribution function of ratio of shrink $A$, shrink B, shrink C and KPCA p-values with 1.0 separation for 10 variables

Fig. 7 and fig. 8 show approximately 20 percent of the Shrink B $p$-values that were at least reduced 3.16 times smaller than the corresponding RCMAT $p$-values and KPCA $p$-values for a separation of 0.25 along major axis respectively.
Fig. 9 showed that approximately 20 percent of the Shrink B $p$-values being smaller 3.16 times than the corresponding RCMAT $p$-values for 0.5 separations along the minor axis. About 20 percent probability of all proposed methods being smaller than 3.16 times than the corresponding KPCA $p$-values for a separation of 0.5 along minor axis was shown in fig. 10. The 40 percent of Shrink A $p$-values and Shrink C $p$-values were about 100 times smaller than the
corresponding RCMAT $p$-values and KPCA $p$-values for a separation of one along the minor axis as depicted in fig. 11 and fig. 12 respectively.
Fig. 1-fig. 12 were captured the comparability of the two methods using cumulative distribution function plots. We can see the relative power or reduction degree between all proposed methods and RCMAT or KPCA is higher although when the number of variables is larger than the number of samples thus the results suggest the good performance of all proposed methods. However, the different conditions exhibit different results and most the reduction degree between all proposed methods and KPCA is higher compared to RCMAT.


Fig. 7: Cumulative distribution function of ratio of shrink $A$, Shrink B, Shrink C and RCMAT p-values with 0.25 separation for 30 variables


Fig. 8: Cumulative distribution function of ratio of shrink $A$, shrink B, shrink C and KPCA p-values with 0.25 Separation for 30 variables


Fig. 9: Cumulative distribution function of ratio of shrink $A$, shrink B, shrink C and RCMAT p-values With 0.50 separation for 30 variables


Fig. 10: Cumulative distribution function of ratio of shrink $A$, shrink $B$, shrink C and KPCA p-values with $\mathbf{0 . 5 0}$ separation for $\mathbf{3 0}$ variables


Fig. 11: Cumulative distribution function of ratio of shrink $A$, shrink $B$, shrink C and RCMAT p-values with 1.0 separation for 30 variables


Fig. 12: Cumulative distribution function of ratio of shrink $A$, shrink B, shrink C and KPCA p-values with 1.0 separation for $\mathbf{3 0}$ variables

## CONCLUSION

The multivariate test statistic of classical Hotelling's $T^{2}$ is used to integrate the correlation when assessing changes in activity level across biological conditions. In the other word, the shrinkage covariance matrix incorporating correlation between genes for detecting significant gene sets. The motivation to this idea is the
correlation is an important measure of the relationship among genes and the relatedness is regarded.

We tested the ability of our newly proposed methods on simulated data sets. Based on the given conditions, the examples from simulated data sets showed that the newly proposed methods performed better than other methods. The results from simulation studies indicated that the Shrink A, Shrink B and Shrink C always outperformed the other methods in most conditions. This study also found that Shrink A gave the best results followed by Shrink C and Shrink B methods in most conditions.

According to our methodology, only two groups or experimental conditions (such as normal and treatment groups) with an equally number of group size is the suitable characteristics. However, it is also recommended to integrate our proposed study into more than two groups.
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